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Abstract 

A significant improvement in capability has been made in the field of generative AI 
over the past two years. Specifically, the advanced large language model ChatGPT, 
launched in November 2022, attracts global attention. While printed books took over 
50 years to become widely available across Europe, ChatGPT reached 100 million 
users in just two months, followed by many other generative AI platforms. 

Artificial Intelligence Ethics refers to the ethical issues arising from the 
development and deployment of AI technologies. It involves examining AI systems’ 
social, legal, and ethical implications and their impact on individuals, society,  the 
environment, and a wider public focus (Floridi, 2019; Jobin et al., 2019; Nguyen et 
al., 2023). AI in Education (AIED) ethics concerns questions about liability, data 
privacy, algorithmic bias, equitable technology access, the impact on teacher-student 
relationships, the potential for misinformation, the implications of learning analytics, 
and transparency in decision-making (Holmes et al., 2021; Schiff & Rosenberg-
Kima, 2023). 

While the ethical risks of AI have been widely discussed, the ethical risks of 
generative AI are just starting to emerge and are raising major concerns. Thousands 
signed the open letter “Pause Giant AI Experiments”, endorsed by thought leaders 
like Elon Musk, Steve Wozniak, Eliezer Yudkowsky, and Yuval Noah Harari, 
cautioning against unchecked AI progress, warning of potential catastrophes. The 
letter recommended a six-month halt for the development of safety protocols, aiming 
to prevent disasters and ensure societal benefits (“Pause Giant AI Experiments,” 
2023). Likewise, legislators and governments also raised concerns about generative 
AI. The United Nations Security Council concluded that GenAI could amplify 
biases, reinforce discrimination, and enhance authoritarian control (UN Press, 2023). 
Given the public concerns regarding generative AI, we believe that its ethical risks 
in education necessitate special attention.  
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This study revisits AIED Ethics in the era of generative AI. Specifically, we 
mapped ethical risks after analyzing 14 semi-structured interviews with subject 
matter experts from various disciplines and countries. The semi-structured interview 
included eight open-ended questions designed to provide a holistic view of the 
participants’ perspectives regarding GenAIED ethics. Initial thematic analysis 
reveals several pedagogical, cognitive, emotional, and social ethical risks unique to 
educational settings, including: GenAIED often focuses on results instead of the 
process, GenAIED cannot discern truth from false, GenAIED may generate 
inappropriate content, GenAIED may hinder social skills, and GenAIED may 
deceive the learner into believing it processes consciousness.   
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